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Introduction: This scoping review aims to provide an overview of the existing evidence on the use of artificial
intelligence (Al) and machine learning (ML) in orthodontics, its translation into clinical practice, and what limitations
do exist that have precluded their envisioned application.

Methods: A scoping review of the literature was carried out following the PRISMA-ScR guidelines. PubMed was

Results: Sixty-two articles fulfilled the inclusion criteria. A total of 43 out of the 62 studies (69.35%) were published
this last decade. The majority of these studies were from the USA (11), followed by South Korea (9) and China (7).
The number of studies published in non-orthodontic journals (36) was more extensive than in orthodontic journals
(26). Artificial Neural Networks (ANNs) were found to be the most commonly utilized Al/ML algorithm (13 studies),
followed by Convolutional Neural Networks (CNNs), Support Vector Machine (SVYM) (9 studies each), and regression
(8 studies). The most commonly studied domains were diagnosis and treatment planning—either broad-based or
specific (33), automated anatomic landmark detection and/or analyses (19), assessment of growth and development
(4), and evaluation of treatment outcomes (2). The different characteristics and distribution of these studies have

Conclusion: This scoping review suggests that there has been an exponential increase in the number of studies
involving various orthodontic applications of Al and ML. The most commonly studied domains were diagnosis and
treatment planning, automated anatomic landmark detection and/or analyses, and growth and development
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Introduction

The use of information technology (IT) in the dental field
has increased significantly over the past 25 years and has
helped reduce cost, time, dependence on human expertise,
and medical errors. As a subfield of computer science, arti-
ficial intelligence (AI) encompasses both hardware and
software that can perceive its environment and take action
that maximizes its chances of successfully achieving its
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goals [1-4]. Although developments in AI had started in
1943 [5], it was only in 1956 that the term was coined by
John McCarthy and adopted during a meeting at Dart-
mouth College [6]. Al allows examination, organization,
representation, and cataloging of medical information, and
its robust pattern finding and prediction algorithms are
helping drive discoveries across all sciences [7]. In 2019,
Morgan Stanley estimated that the global market for Al in
healthcare could surge from $1.3 billion to $10 billion by
2024, growing at an annual compound rate of 40% [8].
While Al is a broad term and includes various classifi-
cations, there are two main categories of Al: symbolic Al
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and machine learning from an algorithmic perspec-
tive. Symbolic AI is a collection of techniques based
on structuring the algorithm in a human-readable
symbolic manner. This category was the paradigm of
Al research until the late 1980s and is widely known
as GOFAI—good old-fashioned AI [9]. Al is still used
for solving problems in which the possible outcomes
are limited, computational power is scarce, or human
explainability is essential. However, in healthcare,
where problems tend to be complex, not always fully
understood, and have many explanatory variables,
building a model based on a limited set of rules is
extremely difficult, if not impossible [10].

Machine learning (ML)—a term first phrased by Ar-
thur Samuel in 1952, is the current paradigm. The fun-
damental difference between ML and symbolic Al is
that, in ML, the models learn from examples rather than
a set of rules established by a human [7]. By utilizing a
mixture of statistical and probabilistic tools, machines
can learn from previous models and improve their ac-
tions when new data is introduced. This could be in the
form of predictions, identifying new patterns, or classify-
ing new data. ML can be categorized into three types,
depending on the type of learning of the algorithm and
the chosen outcome: supervised learning (used for classi-
fication or prediction based on a known outcome), un-
supervised learning (finding hidden patterns and
structures with unknown outcomes), and reinforcement
learning (machine develops a modified algorithm based
on previous versions that maximizes the intended re-
ward) [11].

Deep learning (DL) is a sub-domain of ML in which
the machine itself calculates specific features of a given
input. DL’s precursor is an artificial neural network
(ANN), which was initially developed in the 1900s. With
the exponential increase in computational technology
and power, researchers have designed more complicated
and “deeper” neural networks to solve more complicated
practical problems. The neural network has become
known as “deep learning.” [12].

Algorithms used for ML may also be used for data
mining. Data mining applies these algorithms to histor-
ical data to identify new relationships or patterns and
therefore aid practitioners in optimizing decision-
making in their daily practice, as well as improving qual-
ity of care [13, 14]. Alternatively, if predictions are de-
sired, ML should be utilized. For example, a practitioner
can use existing data about a disease to train the ma-
chine to calculate predictions about the diagnosis or
prognosis of patients that has not yet been seen before.
Notably, ML predictive models have been shown to have
greater accuracy than statistic-based models [15].

In recent years, scoping reviews have become an in-
creasingly adopted approach and have been published
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across various social sciences and healthcare fields. Or-
thodontics has been a slow starter on this terrain [16].
Scoping reviews are of particular use when a body of lit-
erature has not yet been comprehensively reviewed or
exhibits a large, complex, or heterogeneous nature not
amenable to a more thorough systematic review [17].

Current orthodontic literature is replete with studies
that have documented various applications of Al and
ML, utilizing different types of algorithms mentioned
above, albeit in isolation. No study hitherto, has
attempted to systematically organize the existing litera-
ture to review existing Al and ML applications in ortho-
dontics, classify the types of algorithms applied, and
provide a comprehensive mapping of studies conducted
in this field. Hence, this scoping review aims to provide
an overview of the existing evidence of how far the earl-
ier Al and ML advancements in orthodontics have trans-
lated into clinical fruition and the limitations that have
precluded their envisioned development. The authors
have attempted (1) to chart the evolution of Al in the
orthodontic field over the years, (2) to examine the
utilization of applications of Al and ML in the field of
orthodontics, and (3) to collate the type of artificial
intelligence algorithms that have been implemented in
orthodontics.

Materials and method

A scoping review of the published literature was per-
formed following the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses extension for
Scoping Reviews (PRISMA-ScR) guidelines. This proto-
col was not registered previously.

The eligibility criteria of the scoping review are out-
lined in Table 1.

The first author (YMB) conducted an initial literature
search in PubMed on 2 July 2020 with the keywords
listed in Table 2.

No restrictions were made concerning year or publica-
tion status; however, studies with missing English ab-
stracts were excluded. After eliminating duplicate
studies, three of the authors (YMB, AYB, NRV) inde-
pendently screened the titles and abstracts of the re-
trieved citations to exclude non-eligible articles based on
the study’s eligibility criteria and keywords. A copy of
the full text was obtained for the articles considered po-
tentially useful after this selection stage. The same au-
thors then read each full-text article to determine
whether it met the inclusion criteria. Additional material
about the articles included as an appendix was acquired
when needed, and the reference lists of acquired articles
were also searched for relevant articles. Any disagree-
ment was resolved by discussion between three authors
(YMB, AYB, NRV) until a final consensus was achieved.
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Table 1 Scoping review eligibility criteria
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Inclusion criteria

Exclusion criteria

1. Randomized controlled trials (RCTs), prospective or retrospective cohort studies.

2. Any type of comparison between Al- or ML-based method and conventional mode of ortho-

dontic treatment, method or approach.

3. All types of reported outcomes (primary and secondary) related to Al or ML outputs.

1. Case-control studies, cross-sectional studies, case
reports or case series.

2. Personal opinion, descriptive paper, letter to
editor or interviews.

3. Technique articles (that focus on design
description).

4. Proof of concept.

Data extraction

Data extraction was charted according to “PICO” guide-
lines and can be found in the supplementary materials.
The collected information included the author names,
year of publication, country of origin, whether the study
was published in an orthodontic specialty journal, study
population or sample size, intervention type, compara-
tor, the outcome of the intervention, type of Al algo-
rithm employed, and finally a broad-based orthodontic
outcome domain.

Results
The initial search strategy resulted in 289 records, 65
of which were excluded as duplicates, 6 studies that
did not appear in the initial search strategy but were
identified through references were added subse-
quently, resulting in 230 records screened for further
eligibility. A total of 140 records were excluded as
they were irrelevant to the topic of AI/ML applica-
tions in orthodontics (n = 108), did not feature an
English abstract (n = 17), and finally because the full-
text articles of these records could not be retrieved (n
= 15). Hence, 90 full-text articles were then evaluated
for eligibility, of which case series or case reports (n
= 3), personal opinions/descriptive papers/interviews
(n = 19), and technique articles/proof of concept (n =
6) were excluded, resulting in 62 articles that fulfilled
the inclusion criteria of this study (Fig. 1 illustrates
the PRISMA-ScR flowchart for the scoping review).
The details of the studies included in the scoping re-
view are listed in Supplementary table 1.

In regard to the date of publication, 43 out of the 62
studies (69.35%) included in this scoping review were
published between 2011 and 2020, 12 studies (19.35%)

Table 2 Keywords for initial literature search

‘artificial intelligence and orthodontics’

‘machine learning and orthodontics'
‘deep learning and orthodontics’
‘automatic detection algorithms and orthodontics’

‘neural networks and orthodontics’

e N S

‘hybrid approach and orthodontics’

between 2001 and 2010 and 7 studies (11.3%) were pub-
lished between 1991 and 2000 (Supplementary table 2).
Results reveal that 11 studies originated from the USA, 9
from South Korea, 7 from China, 6 each from Japan and
Italy, 4 from Turkey, 3 each from Brazil, India, Germany,
and the UK, 2 from Switzerland, Mexico, Colombia,
Spain, and 1 study each from Russia, Morocco, Thailand,
Iran, Serbia, Singapore, and Australia (Supplementary
table 3). Thirty-six out of the 62 studies were published
in non-orthodontic journals (58%) whereas 42% (26
studies) were published in orthodontic specialty journals
(Supplementary table 4).

Artificial neural networks (ANNs) were found to be
utilized as the AI/ML algorithm in 13 studies, convo-
lutional neural networks (CNNs) and support vector
machine (SVM) in 9 studies and regression in 8 stud-
ies apart from 23 other algorithms utilized in various
studies. Results classified as per the type of Al algo-
rithm employed in the study are listed in Table 3.

The study results also helped classify artificial
intelligence applications into 4 core domains and a 5th
domain that clubbed together miscellaneous applica-
tions. Table 4 enlists results classified as per domains of
applications of artificial intelligence in orthodontics.

Discussion

There has been a steady increase in the number of scop-
ing reviews published in orthodontic literature over the
last few years [80, 81]. Through this scoping review, the
authors have attempted to organize the existing litera-
ture in a systematic manner in order to document exist-
ing applications of AI and ML in the field of
orthodontics.

The study results reveal that one of the earliest studies
to document the utilization of Al in the field of ortho-
dontics was published in 1986 in a non-orthodontic
journal; however, this was excluded from this scoping
review based on its inclusion criteria [82]. The first study
included in this review was found to be published in
1991 [57]; between 1991 and 2000, 2001 and 2010, and
2011 and 2020, there was a progressive increase in
publications from 7 to 12 and 43 respectively, clearly in-
dicating an exponential rise in this subject due to
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Fig. 1 PRISMA flow diagram of the scoping review
technological advancements and the continuous by convolutional neural networks (CNNs), support vec-

digitization of orthodontics.

These studies were primarily published in non-
orthodontic journals (36) compared to orthodontic spe-
cialty journals (26). This is perhaps reflective of the far-
reaching applications of AI and ML and points out to-
ward possible scope of a further collaboration of various
disciplines in the field of Al and ML.

This distribution map of research undertaken in the
field of Al in orthodontics shows that the majority of the
studies originated from the USA (11), South Korea (7),
and Japan and China (7 each). Apart from these 4 coun-
tries, studies were also found to originate from 17 other
countries, reflecting the more considerable increase in
Al and ML’s interest and their subsequent utilization in
orthodontics.

This scoping review also tried to examine the types of
Al algorithms commonly employed in various studies.
The results reveal that artificial neural networks (ANNs)
were the widely utilized AI/ML algorithm (10) followed

tor machine (SVM)-8 studies and regression (logistic
and linear) in 8 studies apart from 23 other algorithms
utilized in various studies.

The research question—“what are Al and ML applica-
tions in the field of orthodontics?” threw up five major
domains. Each domain was addressed with the PICO
framework for literature evaluation and can be enumer-
ated as (1) diagnosis and treatment planning—either
broad based or specific, (2) automated anatomic land-
mark detection and/or analyses, (3) assessment of
growth and development, (4) evaluation of treatment
outcome and finally a (5) miscellaneous category.

Our study results show that the maximum number of
publications focused on automated anatomic landmark
detection and/or analyses as the major domain of Al
utilization, chiefly from lateral cephalograms, more re-
cently from CBCT images and lastly from frontal cepha-
lograms. This review’s first study to utilize AI for
automatic extraction of cephalometric landmarks was
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Table 3 Studies classified by Al/ML algorithm employed
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Type of Al/ML algorithm utilized

Number of studies

Reference number

Artificial neural network—ANN 13
Convolutional neural network—CNN
Support vector machine

Regression

Random forest

Decision tree

Bayesian networks

Expert systems

Active shape models

Automatic detection algorithms
Fuzzy clustering

Active appearance models

Shape variation analyzer

NN NN NN W Ww w1 o O O

Pattern matching
Light GBM
XG boost 1

Deep learning network 1
k-nearest neighbors 1
Naive-Bayes 1
Machine learning with LINKS 1
Gaussian process regression—GPR 1
Logic learning machine 1
Mean shift algorithm 1
Network analysis 1
Projected principle edge distribution 1
Spatial spectroscopy 1
Unspecified algorithms 4

[18-30]

[31-39]

[20, 24, 40-46]
[18, 20, 33, 39, 42, 47-49]
[18, 20, 47, 50, 51]
[20, 41, 50]
[52-54]

[55-57]

[58, 59]

[60, 61]

(62, 63]

(64, 65]

[66, 67]

(68, 69]

(47

published back in 1998 in an orthodontic specialty jour-
nal [75]. Several studies since then [27, 32, 35, 37, 64,
65, 69, 70, 74, 77, 78] have affirmed greater accuracy of
landmark detection, reduced time, and human effort
spent on anatomic landmark detection and/or analyses
with AI/ML as compared to traditional methods.

Studies have shown that cephalometric analysis’s an-
gles and lengths, predicted by neural networks, were not
statistically significant from those calculated from manu-
ally plotted points. Yu et al. [32] proposed a system that
exhibited > 90% sensitivity, specificity, and accuracy for
vertical and sagittal skeletal diagnosis and concluded
that CNN-incorporated system showed potential for
skeletal orthodontic diagnosis without the need for
intermediary steps requiring complicated diagnostic pro-
cedures. The use of CBCT for cephalometric analysis
has now become commonplace. Various studies [31, 58—
61, 76] that have employed Al and ML techniques for

automatic landmark detection and analysis have shown
that the results obtained are as accurate and less time-
consuming as compared to those obtained with manual
analysis. At least one study [19] included in this review
compared frontal cephalometric landmarking ability of
humans versus that of artificial neural networks and the
results showed that ANNs could achieve accuracy com-
parable to humans in placing cephalometric points, and
in some cases surpasses the accuracy of inexperienced
doctors (students, residents, graduate students).

The second domain incorporating Al and ML
utilization was broadly labeled as diagnosis and treat-
ment planning, with applications intended either for
broad-based or specific clinical situations. Diagnosis re-
mains the cornerstone of successful orthodontic treat-
ment. However, thus far, no tools exist to lead patients
and clinicians out of the decision-making uncertainty in
which they are trapped, especially when they face a
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Table 4 Studies classified as per domains of applications of artificial intelligence in orthodontics
The domain of application of artificial intelligence in orthodontics Number of Reference number

studies

Diagnosis and treatment planning:

a. For orthodontic extractions 5 [18, 23, 25, 28, 68]

b. For TMJ Osteoarthritis 4 [22, 47, 66, 67]

c. To assess maxillary constriction and/or impacted canines 3 [51, 54, 71]

d. For screening of osteoporosis from panoramic radiographs 2 [34, 41]

e. Assessment for need for orthodontic treatment and/or prediction of treatment outcome 2 [42, 53]

f. Classification of skeletal patterns 2 [24, 44]

g. Prediction of orthodontic treatment outcome—class Ill M/O 2 [46, 62]

h. For orthognathic surgery and orthodontic extractions 1 [21]

i. To assess airflow dynamics, predict upper airway collapsible sites and obstructive sleep 1 [401)
apnea
j. To predict association between C. difficile infections in hospitalized patients with major 1 [52]
surgeries

k. Genetic risk assessment for non-syndromic orofacial cleft 1 [48]

. To predict occurrence of obstructive sleep apnea in patients with Down’s syndrome 1 [72]

m. Evaluation of facial attractiveness 1 [45]

n. Trainers for clenching 1 [29]

0. Selection of orthodontic appliance- type of headgear 1 [63]

p. Quantification of sagittal skeletal discrepancy 1 [49]
qg. For cases suitable for fixed mechanotherapy 1 [55]

r. Selection of patients suitable to be treated with removable orthodontic appliances 1 [56]

s. Class Il division 1 malocclusion 1 [57]

t. Broad-based 1 [79]
Automated cephalometric landmarking and/or analysis and/or classification
a. Lateral cephalogram 12 [27,32, 35, 37, 64, 65, 69, 70, 74,

75,77,78]

b. CBCT images 6 [31, 58-61, 76]
c. Frontal cephalogram 1 [19]
Assessment of growth and development
a. Cervical vertebra maturation 1 [18]

b. Broad-based 3 [30, 39, 73]
Evaluation of treatment outcome- orthognathic surgery on facial appearance/ attractiveness 2 [36, 38]
and/or age perception
Miscellaneous
a. Tooth segmentation from CBCT images/model 2 [33,43]

b. Detection of activation pattern of tongue musculature 1 [50]
¢. Evaluation of temperature changes during curing for orthodontic bonding 1 [26]

condition that has several possible correct treatment op-
tions and orthodontists over the years have attempted to
create systems that take the subjective bias out of diag-
nostic decision-making.

Expert systems [55-57, 79] are one of the earliest
and most basic implementations of Al and have been
popular for diagnosis and treatment planning in the
medical and dental fields. They process the input

information and provide solutions based on “if-then”
rules. “If-then” based expert systems are limited to
currently existing data when the system is created,
and regular updates are required to ensure that the
outcomes is correct and up to date. Rule-based expert
systems have now become obsolete due the aforemen-
tioned limitations, and the development of newer
technologies such as ML.
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To “extract or not to extract” has been the question in
orthodontics since time immemorial, with substantial
variability noted between orthodontists’ decisions. Un-
surprisingly, the most significant number of studies [18,
23, 25, 28, 68] under the diagnosis domain was found to
investigate the development of several decision support
systems that reduce the relative subjectivity or increased
complexity of making the extraction decision. Artificial
neural networks (ANNSs) were used to develop such sys-
tems, and they were shown to be successful at predicting
the extraction decision with an accuracy of 94% for ex-
traction decision, 84.2% for extraction pattern determin-
ation and 92.8% for anchorage pattern determination
[23]. This study suggested that ANNs could provide
good guidance for orthodontic treatment planning for
less experienced orthodontists. Choi et al. [21] expanded
the use of ANNs to determine the diagnosis of orthog-
nathic surgery in addition to the extraction decision and
their study results showed a 96% success rate for diagno-
sis of surgery/non-surgery decision and 91% success rate
for detailed diagnosis of surgery type and extraction de-
cision. A recent study [18], when comparing all
classifiers, concluded that random forest classifier out-
performs neural network model for the prediction of the
specific extraction treatment.

Four studies included in this scoping review were ded-
icated toward the assessment of need for orthodontic
treatment and/or prediction of treatment outcome [42,
46, 53, 61]. Thanathornwong [53] utilized the Bayesian
network (BN) for assessment of the need for orthodontic
treatment and concluded that the results obtained by
the decision support system were comparable with those
suggested by expert orthodontists. Wang et al. [42] ex-
plored the function of an eye-tracking method to evalu-
ate orthodontic treatment need and treatment outcome
from the lay perspective in an objective way when com-
pared to traditional methods. The authors employed
support vector machine techniques and concluded that
the eye-tracking device was able to objectively quantify
the effect of malocclusion on facial perception and the
impact of orthodontic treatment on malocclusion from a
lay perspective.

Predictions of treatment outcomes in class II and class
III patients have also been reported. Auconi et al. devel-
oped a system to predict outcomes in untreated class III
patients [62]. Unsupervised learning was used to cluster
patients as hypermandibular, hyperdivergent, or bal-
anced based on cephalometric variables. The system was
then applied to a treated sample, where it showed that
all of the unsuccessful cases belonged to either the
hypermandibular or the hyperdivergent cluster. The
same author [73] also attempted to identify critical pecu-
liarities of class II and class III malocclusions and dem-
onstrated that class II subjects exhibited few highly
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connected orthodontic features, while class III patients
showed more compact network structure characterized
by strong co-occurrence of normal and abnormal clinical
functional and radiological features. The study con-
cluded network analysis could allow orthodontists to
visually evaluate and anticipate the co-occurrence of
auxological anomalies during individual craniofacial
growth and possibly localize reactive sites for a thera-
peutic approach to a malocclusion.

A group of researchers have specifically studied the
applications of AI and ML for the detection of TM]J
osteoarthritis [22, 47, 66, 67] and have concluded that
deep learning neural network was the most accurate
method for classification of TMJ-OA that allows disease
staging of bony changes in TMJ-OA. The authors
expected their efforts to boost future studies into early
detection and osteoarthritis patient-specific therapeutic
interventions, and thereby improve the health of articu-
lar joints.

Three studies in this scoping review focused on the as-
sessment of maxillary constriction and/or maxillary ca-
nine impactions [51, 54, 71]. Chen et al. [71] developed
a machine learning algorithm utilizing Learning-based
multi-source IntegratioN frameworK for segmentation
(LINKS) used with CBCT images to quantify volumetric
skeletal maxilla discrepancies and suggested palatal ex-
pansion could be beneficial for those with unilateral ca-
nine impaction, as underdevelopment of maxilla often
accompanies canine impaction in early teen years. An-
other study [51] concluded that among learning machine
methods tested to classify data, the best performance
was obtained by random forest method, with an overall
accuracy of 88.3% in predicting canine eruption. The
authors performed measurements on 2D routinely
executed radiographic images, found them to be inde-
pendently related to canine impaction and showed reli-
able accuracy in predicting maxillary canine eruption.
Bayesian network analysis [54] showed bilateral impac-
tion was associated with palatal impactions and longer
treatments, pre-treatment alpha-angle was a determinant
for the duration of the orthodontic traction and the
post-treatment periodontal outcome was not related to
pretreatment radiographic variables.

One of the challenges for less experienced orthodon-
tists is the selection of the appropriate treatment modal-
ity and appliance. A system was developed to help
orthodontists select the appropriate type of headgears
[63]. Compared to the selections made by eight expert
orthodontists, the system correctly identified the appro-
priate headgears 95.6% of the time.

Isolated studies included in this scoping review under
the domain of diagnosis and treatment planning have
also investigated the applications of AI and ML for
screening of osteoporosis from panoramic radiographs
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[34, 41]; assessment of airflow dynamics, prediction of
upper airway collapsible sites, and obstructive sleep
apnea [40]; prediction of the association between C. dif-
ficile infections in hospitalized patients with major sur-
geries [52]; genetic risk assessment for non-syndromic
orofacial cleft patients [48] and for prediction of occur-
rence of obstructive sleep apnea in patients with Down’s
syndrome [72].

The third domain of applicability of Al can be de-
scribed as the evaluation of orthodontic treatment
outcomes and one of the major areas researched in-
cludes the effect of orthognathic surgery on facial ap-
pearance and age perception [36, 38]. The algorithms
used in these studies concluded that most patient’s
appearance improved with treatment (66.4%), result-
ing in a vyounger appearance of nearly 1 vyear,
especially after a profile altering surgery. Similar im-
provement was noted on facial attractiveness in 74.7%
of patients, especially after lower jaw surge and the
authors concluded that AI might be considered to
score facial attractiveness and apparent age in orthog-
nathic patients [38].

With regard to the assessment of growth and develop-
ment and/or evaluation of growth patterns. Spampinato
et al. [39] proposed and tested several deep learning ap-
proaches to assess skeletal bone age automatically in
what was one of the first studies for an automated skel-
etal bone age assessment, tested on a public dataset and
for all age ranges, races, and genders and with a source
code available. Results showed an average discrepancy of
0.8 years between manual and automatic assessment and
considered to be a state-of-art performance reliability as
per the authors. A recent study [20] compared seven
artificial intelligence algorithms—k-nearest neighbors,
Naive Bayes, decision tree, artificial neural networks,
support vector machines, random forest, and logistic re-
gression algorithms to determine the preferred method
of cervical vertebrae maturation and concluded that
ANN was the most stable and preferred method of de-
termining the same.

There have been many attempts to aid orthodontists
in classifying patient growth patterns [83-85]. One of
the first methods of using ANN in evaluating growth oc-
curred in 1998 where the growth of 43 untreated chil-
dren was classified based on size and shape changes
[30]. Nino-Sandoval et al. utilized a support vector ma-
chine to classify skeletal patterns through craniomaxil-
lary variables but achieved only 74.51 % accuracy in the
correct distinction of class II skeletal pattern from class
III pattern and vice-versa [24, 44].

Applications of AI and ML that could not be de-
scribed under the above four major domains were
grouped under the miscellaneous category in this re-
view and these include automated tooth segmentation
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either from CBCT images or dental models [33, 43],
detection of activation pattern of tongue musculature
[50] and evaluation of effects of a different curing
unit and light-tips on temperature increase during
orthodontic bonding [26].

Limitations

Some Al applications may have been missed out due to
the inclusion criteria, utilized search terms, if they were
published in a language other than English and/or due
to the non-inclusion in PubMed.

Due to its nature, scoping reviews are not expected to
utilize a risk of bias tool to assess methodological
strengths of included studies. The overall idea is to ex-
plore in a superficial way what is currently known in a
specific area.

Conclusion

o This scoping review showcases that there has been
an exponential increase in the number of
orthodontic studies involving various applications of
Al and ML over the past three decades.

e The majority of these studies originated from the
USA, followed by South Korea and China.

e The number of studies published in non-
orthodontic journals (36) was found to be more ex-
tensive than those published in orthodontic specialty
journals (26).

o Artificial neural networks (ANNSs) were found to be
the most commonly utilized AI/ML algorithm,
followed by convolutional neural networks (CNN’s)
and support vector machine (SVM).

e The most commonly utilized AI domains were for
diagnosis and treatment planning (33 studies),
automated anatomic landmark detection and/or
analyses (19), assessment of growth and
development (4), and evaluation of treatment
outcome (2).
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