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Abstract 

Objectives  This study aimed to assess the accuracy of machine learning (ML) models with feature selection tech-
nique in classifying cervical vertebral maturation stages (CVMS). Consensus-based datasets were used for models 
training and evaluation for their model generalization capabilities on unseen datasets.

Methods  Three clinicians independently rated CVMS on 1380 lateral cephalograms, resulting in the creation 
of five datasets: two consensus-based datasets (Complete Agreement and Majority Voting), and three datasets 
based on a single rater’s evaluations. Additionally, landmarks annotation of the second to fourth cervical vertebrae 
and patients’ information underwent a feature selection process. These datasets were used to train various ML models 
and identify the top-performing model for each dataset. These models were subsequently tested on their generaliza-
tion capabilities.

Results  Features that considered significant in the consensus-based datasets were consistent with a CVMS guideline. 
The Support Vector Machine model on the Complete Agreement dataset achieved the highest accuracy (77.4%), 
followed by the Multi-Layer Perceptron model on the Majority Voting dataset (69.6%). Models from individual ratings 
showed lower accuracies (60.4–67.9%). The consensus-based training models also exhibited lower coefficient of varia-
tion (CV), indicating superior generalization capability compared to models from single raters.

Conclusion  ML models trained on consensus-based datasets for CVMS classification exhibited the highest accuracy, 
with significant features consistent with the original CVMS guidelines. These models also showed robust generaliza-
tion capabilities, underscoring the importance of dataset quality.
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Background
Determining the optimal age for orthodontic treatment 
has been a topic of considerable debate. Favourable 
treatment timing is critical in achieving desirable 
treatment outcomes and efficiency [1]. Starting treatment 
either too early or too late can prolong care or complicate 
processes [2, 3]. Orthodontists traditionally determine 
treatment timing by assessing hand-wrist radiographs [4]. 
The British Orthodontic Society currently discourages 
this method for due to concerns over additional radiation 
exposure [5]. Instead, several studies advocated using 
cervical vertebral maturation stage (CVMS) assessed on 
a lateral cephalogram, a standard radiographic record 
for orthodontic diagnosis and treatment planning 
[6–13]. CVMS was found to correlate well with hand-
wrist maturity, suggesting that CVMS could serve 
as an alternative for assessing skeletal maturity [14]. 
Baccetti et  al. [12] proposed a CMVS guideline that is 
widely adopted in research and clinical practice. They 
described six cervical stages (CS) as follows: CS-1 and 2 
mark a period preceding the peak mandibular growth, 
the mandibular growth peak is observed between CS-3 
and 4, CS-5 represents a post-peak phase, and CS-6 
indicates the end of mandibular growth [12]. Manual 
CVMS interpretation relies on subjective assessments. 
This resulted in inconsistency and inaccuracy according 
to previously published studies demonstrating low to 
moderate intra- and inter-observer reliability [15, 16].

There is a growing interest in employing artificial 
intelligence (AI) in orthodontics for automating tasks 
such as orthodontic diagnoses and treatment planning 
[17], determining the need for extractions [18], 
orthodontic model analysis [19], and CVMS classification 
[20–31]. Machine learning (ML) and deep learning (DL) 
are subsets of AI techniques. ML focuses on training a 
machine to perform a specific task with structured and 
labeled data. DL targets complex tasks with unstructured 
data using artificial neural networks to emulate the 
human brain’s learning process [32]. ML models were 
commonly used for CVMS classification in the beginning 
[20–25]. Recently, DL models have been increasingly 
utilized for this task [26–31]. Despite their growing 
popularity, the complexity of DL models, and challenges 
in understanding their multi-layered neural networks 
pose difficulties in fully comprehending the basis of their 
decisions-making process [33]. The primary focus of past 
studies, whether utilizing DL or ML models, was directed 
towards assessing the accuracy of the models [20–31]. 
However, it is equally important to consider other factors 
such as the reliability and consistency of the models’ 
predictions. An AI model may perform well under 
certain conditions but could fail to generalize across 
unseen datasets [34]. Although it is critical to ensure 

that AI models are trained on accurate and unbiased 
data, most previously published studies employed only 
a single or two raters to classify CVMS for the purpose 
of training AI models [20–23, 26–30]. A reliance on the 
judgement of a single rater as he/she could introduce 
individual bias and potentially misrepresent the true 
CVMS classifications, and ultimately affect the overall 
reliability and generalizability of the models [34].

In AI, “features” refer to distinct characteristics or 
attributes of an image or other type of data that AI 
models can use to make predictions or classifications 
[35]. For example, features in lateral cephalogram 
analysis, may include angulations or distances measured 
between landmarks. Hence, “feature selection” plays a 
crucial role in ML by identifying key variables in a dataset 
that significantly impact the decision making process of 
models, thereby increasing ML models’ precision [36]. 
This technique is particularly relevant for improving the 
accuracy of CVMS classification using ML.

The effectiveness of AI models depends largely on the 
accuracy of their outcomes which varies according to the 
quality of input data, the consistency of data standards, 
and observer agreements [37]. Therefore, the primary 
objectives of this study are to assess the accuracy of ML 
models in classifying CVMS when applying a consensus-
based method employing a panel of raters and a feature 
selection to the methodology, and to examine these 
models’ ability to generalize to unseen datasets.

Methods
The study protocol was approved by the Mahidol Uni-
versity Institutional Review Board, Faculty of Dentistry/
Pharmacy, with the approval number MU-DT/PY-IRB 
2022/0.15.2803. Data were collected from lateral cepha-
lograms taken as part of routine orthodontic records at 
the Department of Orthodontics, Faculty of Dentistry, 
Mahidol University. The radiographic images were cap-
tured with KODAK 9000C device (Eastman Kodak Com-
pany, Rochester, NY, USA) with exposure settings of 80 
kVp, 8  mA, and 1  s. For sample size determination, we 
employed a heuristic approach, using large and well bal-
anced datasets to ensure robust training and validation of 
models [38]. The samples for this study comprised 1380 
lateral cephalograms from individuals aged between 4 
and 21  years. The female to male ratio was 1.12:1. The 
sample distribution by gender and age was presented in 
Fig. 1.

Inclusion criteria

•	 Lateral cephalograms taken in a natural head 
position.
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•	 Lateral cephalograms of adequate quality that clearly 
show the second to fourth cervical vertebrae (C2–
C4).

Exclusion criteria

•	 Lateral cephalograms that are not of standard quality 
such as blurry or noisy images.

CVMS classification by a panel of raters
The CVMS classification in this study was performed 
following the method described by Baccetti et al. [12]. All 
cephalograms were independently classified by a panel 
of raters (one experienced orthodontist in academia, one 
experienced orthodontist in private practice, and one 
orthodontic resident). The first two raters have 20 years 
of experience in orthodontics, while the last one is a 
senior orthodontic resident in a program where CVMS 
classification is routinely utilized as a part of diagnosis 
and treatment planning. A calibration session was 
conducted to reduce personal bias and increase inter-
observer reliability prior to individual CVMS rating. Each 
rater then independently evaluated the CVMS on all 
cephalograms. After one-month interval, they repeated 
the process on a set of 35 randomly selected radiographs. 
Intra- and inter-observer agreements for the CVMS 
rating were calculated using Weighted Kappa statistics.

Dataset preparation
The dataset from three raters underwent a data 
preparation process that employed a consensus-based 

approach, using Python software, Version 3.9.7 (Python 
Software Foundation, Fredericksburg, VA, USA). This 
approach grouped CVMS assessments into “Complete 
Agreement” (all raters provided the same rating), and 
“Partial Agreement” (two out of three agreed on the 
rating). Finally, five datasets were created for model 
training: three individual datasets from each of the three 
raters (termed Rater 1, Rater 2, and Rater 3 datasets), 
two consensus-based datasets: “Complete Agreement”, 
and a “Majority Voting” (a combination of “Complete 
Agreement” and “Partial Agreement”). Cephalograms 
which all three raters provided differing CVMS ratings (a 
complete disagreement) were excluded.

Landmarks annotation
An additional stage of data extraction for this study was 
performed by annotating landmarks around the cervi-
cal bones on lateral cephalograms. We utilized VGG 
Image Annotator software, Version 2.0.10 (Department 
of Engineering Science, University of Oxford, Oxford, 
UK) to identify 19 landmarks surrounding the C2–C4, 
and created various features with those landmarks. The 
definition of each point is detailed in Fig.  2. The pixel 
coordinates of all points were subsequently exported and 
processed using the Python software to extract C2, C3 
and C4 features.

Feature selection
Feature selection involves identifying and retaining 
only the most impactful variables for model training. 
This process enhances accuracy and efficiency, while 
reducing overfitting and computational costs [39]. 
We accomplished this by utilizing a Random Forest 

Fig. 1  The sample distribution by gender and age
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model, which created several decision trees to make 
more reliable and accurate predictions. The features 
input into each dataset were classified into four groups: 
the general information feature group (patient’s age 
and gender), and the C2, C3, and C4 feature groups. 
The last three groups consisted of measurements 
such as distance, angles, and area calculated from the 
annotated landmarks on the C2–C4.

Data in each of the five datasets were then randomly 
divided into a training set (70%) and a testing set 
(30%). The prediction pipeline for each model is built 
using the Python software which serves as the main 
programming language, together with two additional 
tools: the scikit-learn, Version 1.0.2 and scikit-optimize 
libraries, Version 0.9.0 (Python Software Foundation, 
Fredericksburg, VA, USA) [40].

CVMS classification by ML models
This phase determined the model that exhibited the 
highest accuracy for each dataset, referred to as top-
performing models. This was accomplished through 
hyperparameter tuning, a process which determines 
optimal parameters for each model to make accurate 
predictions on a given dataset [41]. Only relevant 
features, identified in the feature selection step, 
were input into the six ML models including Logistic 
Regression (LogReg), Multi-Layer Perceptron (MLP), 
Random Forest (RForest), K-Neighbors, Support Vector 
Machine (SVM), and Gradient Boosting (GraBoost).

Model generalization
To evaluate model generalization and ensure its robust 
performance on new, unseen data, two critical steps 
were taken. First, 30% of cephalograms for each stage of 
CVMS in each dataset were randomly selected, ensuring 
the original data distribution was maintained. This pro-
cess aimed to create a balanced test set that accurately 
reflected a variety of cases the models might encounter 
in real-world applications. Next, top-performing mod-
els from all five datasets identified in the previous phase 
(CVMS classification by ML models), were applied to 
four other unseen datasets (five original datasets minus 
the dataset from which each model originated). This 
cross-dataset evaluation enabled the assessment of each 
model’s ability to make accurate predictions and effec-
tively generalize across different data sets. This dem-
onstrated their potential applicability and reliability 
in broader clinical settings. The overview of this study 
methodology is depicted in Fig. 3.

Statistical analysis
The model’s performance was evaluated using 
classification accuracy, based on the data in the testing 
set. Mean, standard deviation (SD), and coefficient of 
variation (CV) were employed to assess the model’s 
generalization capability and facilitate comparative 
analysis of variability across datasets. CV, representing 
the ratio of the standard deviation to the mean, provides 
a standardized measure of variability that can be 
compared across different datasets. A lower CV indicates 

Fig. 2  Definitions of landmarks on lateral cephalogram
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less variability relative to the mean, suggesting greater 
consistency and reliability within the dataset and vice 
versa [42]. All statistical calculations were performed 
using the Python software.

Results
Intra‑ and inter‑observer reliability
Intra-observer agreement demonstrated strong agree-
ment, with values ranging from κ = 0.86 to 0.92. 

Fig. 3  Flowchart of the methodological approach in this study. A panel of three raters attended a calibration session before rating the CVMS 
independently. Subsequently, five datasets including two from the consensus-based approach, were created from the ratings. Landmarks 
annotation of second to fourth cervical vertebrae on lateral cephalograms was also performed. These datasets then underwent feature selection 
and CVMS classification using ML models. The outcome of this phase is the accuracy of ML models for each dataset. Finally, the five top-performing 
models were deployed to evaluate their accuracy in predicting CVMS on four other unseen datasets

Table 1  Intra- and inter-observer agreement

CI, confidence interval; SD, standard deviation

Rater Weighted 
kappa

95% CI SD

Intra-observer agreement 1 0.86 0.78–0.95 0.04

2 0.90 0.82–0.98 0.04

3 0.92 0.85–0.98 0.03

Inter-observer agreement 1 versus 2 0.78 0.76–0.8 0.01

1 versus 3 0.62 0.59–0.64 0.01

2 versus 3 0.68 0.67–0.70 0.01
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Inter-observer agreement values ranged from κ = 0.62 
to 0.78, indicating moderate agreement (P < 0.05) [43] 
(Table 1).

Sample size of each dataset
There were 456 (33.04%) subjects identified as Complete 
Agreement, and 812 (58.84%) as Partial Agreement. 
Therefore, 1268 (91.88%) radiographs fell within the 
Majority Voting category. Only 112 (8.12%) radiographs 
received complete disagreement from all raters. 
Approximately 30% of each dataset, a total of 414 
radiographs, were randomly selected to evaluate model 
generalization. Of these, 137 (33.09%) radiographs 
demonstrated Complete Agreement, and 244 (58.93%) 
as Partial Agreement. As a result, the Majority Voting 
category comprised a sample size of 381 (92.03%) 
radiographs. The sizes and distribution of each dataset in 
both stages are presented in Table 2.

Feature selection
The feature selection process identified a total of 31 fea-
tures as significant across five datasets. (Fig.  4) Some 
features were considered significant in all five datasets, 
while others were specific to certain datasets. Within 
the general information feature group, the feature “Age,” 
(patient’s age) was consistently selected as significant 
across all datasets. This underscored the importance of 
patient age over gender in influencing ML model out-
comes for CVMS classification.

In the C2 feature group, “C2 angle 1–3–5” and “C2 
height 1–3–5” were significant features which illustrated 
C2’s concavity, a key feature according to Baccetti et  al. 
[12]. Their significance across all datasets underlined the 
concavity at the inferior border of C2 as a crucial crite-
rion for accurate CVMS staging. Evaluating the concav-
ity at the inferior border of C3 and C4 was also essential. 
Features such as “angle,” “height,” and “area under curve 
(AUC)” were neccessary for assessing the concavity. 

And they were considered significant across all datasets. 
In addition, the analysis of C3 and C4 took into consid-
eration of the vertebral shapes (trapezoidal, horizontally 
rectangular, square, or vertically rectangular). In this 
study, features denoted by “ratio” represented the shape 
of these bones. All “ratio” features were deemed signifi-
cant across datasets except “C4 ratio distance(h/v) Right”. 
Some features were considered significant in individual 
rater datasets but not consistent with Baccetti et al. [12]. 
For example, “C3 distance 6–10” (the width of C3’s infe-
rior border) was identified as significant in three individ-
ual rater datasets but was insignificant in the Complete 
Agreement and Majority Voting datasets.

CVMS classification by ML models
Among the five datasets, the Complete Agreement data-
set exhibited the highest accuracy of 77.4% with the Sup-
port Vector Machine (SVM) model. The Majority Voting 
dataset had the second highest accuracy of 69.6% utiliz-
ing the Multi-Layer Perceptron (MLP) model. For the 
single rater datasets, Rater 2 obtained the highest accu-
racy at 67.9% with the SVM model. Rater 1 achieved an 
accuracy of 66.2% using the MLP model. And Rater 3 
attained an accuracy of 60.4% with Logistic Regression 
(LogReg) model. The accuracy of all trained models was 
presented in Fig. 5

Model generalization
Top-performing models from each dataset were tested 
on four other unseen datasets to assess their generaliza-
tion. Their accuracies are displayed in Table 3. Top-per-
forming model by Rater 2, achieved the highest mean 
accuracy of 62.5%, followed by the Majority Voting 
model at 61.8%. The remaining models had accuracies 
of less than 60%. Despite achieving a mean accuracy of 
57.6%, the Complete Agreement model demonstrated 
the lowest standard variation (0.03). Furthermore, the 

Table 2  Sample distribution in two phases: “CVMS classification by ML models” and “Model generalization”

CVMS classification by ML models Model generalization

Rater 1 Rater 2 Rater 3 Majority 
Voting

Complete 
Agreement

Rater 1 Rater 2 Rater 3 Majority 
Voting

Complete 
Agreement

CS-1 201 182 204 181 98 60 56 63 58 31

CS-2 151 215 261 187 60 45 69 83 53 19

CS-3 181 277 210 188 41 59 77 59 51 9

CS-4 328 237 353 256 129 95 72 101 73 42

CS-5 294 218 294 255 79 87 60 90 83 19

CS-6 225 251 58 201 49 68 80 18 63 17

Total 1380 1380 1380 1268 456 414 414 414 381 137
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Fig. 4  Significant features on C2–C4 for CVMS classification according to features selection
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Fig. 4  continued
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Fig. 4  continued
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Majority Voting model also exhibited less variation than 
those of single raters, indicating a reduction in subjective 
interpretation. For generalization across unseen datasets, 
the models were ranked based on increasing CV values 
as follows: Complete Agreement, Majority Voting model, 
and models from single raters.

Discussion
This study demonstrated that applications of ML mod-
els in CVMS classification utilizing datasets with high 
inter- and intra-observer agreement improved diagnos-
tic accuracy and reliability. This approach reduced sub-
jective bias associated with individual assessments. This 
study also incorporated feature selection into its meth-
odology. The results found that age and features related 

Fig. 5  Classification accuracy of the trained models on CVMS classification in five datasets

Table 3  The assessment of model generalization in CVMS classification across all datasets

Top-performing models from each dataset (columns) were tested on four new, unseen datasets (rows). Generalizability was determined by coefficient of variation (CV) 
and standard deviation (SD)

Top-performing models of each dataset in the CVMS classification by ML models

Rater 1 Rater 2 Rater 3 Majority Voting Complete 
Agreement

New and unseen dataset Rater 1 x 60.5% 42.6% 61.0% 55.2%

Rater 2 59.1% x 49.9% 62.5% 55.7%

Rater 3 45.0% 46.5% x 49.2% 57.4%

Majority Voting 63.6% 69.4% 54.9% x 62.3%

Complete Agreement 68.6% 73.7% 65.7% 74.5% x

Average accuracy 59.1% 62.5% 53.3% 61.8% 57.6%

SD 0.10 0.12 0.10 0.10 0.03

CV 0.17 0.19 0.18 0.17 0.06
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to C2–C4’s morphology were significant and consistent 
with the description by Baccetti et al. [12]. Additionally, 
model generalization showed that the consensus-based 
approach resulted in a better performance in terms of 
accuracy and reliability than single raters on unseen 
datasets.

Santiago et  al. reported the CVMS’s poor reliability 
and validity, suggesting the difficulty of consistent and 
accurate assessments [44]. However, our study achieved 
higher intra- and inter-observer agreement in CVMS 
classification (κ = 0.86 to 0.92 and κ = 0.62 to 0.78) than 
previously reported low to moderate levels of agreements 
[15, 16]. Our results also exceeded the substantial 
agreement levels noted by Rainey et  al. (κ = 0.6 to 0.8, 
inter-observer κ = 0.68) [45]. This improvement could be 
attributed to the calibration session, which minimized 
discrepancies and variations in the assessment process, 
leading to greater agreement among observers. The 
less than perfect inter-observer agreement reflects 
the inherent variability of opinions among raters [46]. 
This variability was expected due to differences in 
raters’ experience and the subjective nature of visual 
assessments [47]. In fact, this supports the utility of AI 
in clinical orthodontics, where obtaining a consensus 
among orthodontists is not always possible.

Prior studies often relied on a single rater to train 
AI models [20–23, 26, 27] to simplify the process, 
but could potentially introduce bias. The variability 
in individual interpretations [15, 16] raises questions 
about the effectiveness of models trained solely on such 
data. Mathew et  al. highlighted in a systematic review 
that diagnostic accuracy fluctuates due to variations in 
the quality of input data and a lack of standardization 
including intra- and inter-observer agreement [34]. Our 
methodology mitigated the issue of relying on a single 
rater for AI training due to CVMS classification’s inherent 
subjectivity by utilizing a panel of raters. The inclusion of 
patient’s age, and C2–C4’s morphology further enhanced 
the accuracy of classifications.

While a few studies involved two raters to improve 
reliability [28–30], our study employed a panel of three 
raters. Moreover, our study utilized a consensus-based 
mechanism to create datasets for models training. We 
believe that it is an innovative method that reduced 
subjectivity and bias. This marks our research as the 
first to apply the approach specifically to this task. It 
emphasized the importance of a consensus among raters 
in refining AI model training for improved diagnostic 
accuracy.

The Majority Voting dataset had a sample size of 
1268 cephalograms, surpassing the typical range of 236 
to 1018 samples reported in previous studies [20–25, 
27–30]. This is a high quality dataset not only in terms 

of sample size but also in balance across different 
datasets. On the contrary, the scarcity of the Complete 
Agreement dataset highlighted the difficulty in obtaining 
unanimous consensus among all raters and underscored 
the challenges in curating datasets of this nature. It also 
reflects the preparation required to attain a high level of 
reliability. Despite its smaller sample size (456 samples), 
the Complete Agreement dataset achieved the highest 
accuracy (77.4%) in our study. These results suggested 
that when all raters are in complete agreement, the 
data quality increased as demonstrated by the better 
accuracy achieved. Santiago et  al. [20] obtained a high 
accuracy rate of 81.4% but used a relatively small dataset 
consisting of only 236 samples. Such high accuracy 
in a small dataset may predispose to a potential risk of 
overfitting. Overfitting occurs when a model learns 
to perform exceptionally well on the specific data 
provided, but might not generalize effectively to unseen 
data. Conversely, Kim et al. [28] utilized a larger dataset 
comprising 720 samples but achieved a lower accuracy 
of 62.5%. The lower accuracy could be attributed to the 
increased complexity and diversity of a larger dataset 
which might require a more robust and generalized 
model. Hence, it is essential to strike a balance between 
dataset size and model performance when aiming to 
achieve both generalizability and accuracy.

To the best of our knowledge, this study is the first to 
incorporate feature selection into its methodology to 
classify CVMS with AI. The results found features related 
to C2–C4’s morphology significant and consistent with 
the description by Baccetti et al. [12]. However, features 
unrelated to the description by Baccetti et al. [12] such as 
the base width of C3 and C4 were deemed significant in 
individual rater datasets but not in Majority Voting nor 
Complete Agreement datasets. This observation further 
supported the advantage of employing a panel of raters 
over a single rater as these unrelated features might be 
used by individuals but were excluded by the consensus 
process. Another noteworthy feature in our model was 
the patient’s chronological age. This is very practical for 
everyday clinical practice since age and gender are often 
factors in evaluating growth and development. Age in 
particular can be helpful in differentiating between 
closely related stages. The selection of age as a significant 
feature substantiated the potential of employing feature 
selection to enhance precision in CVMS classification. 
It also supported a recommendation that CVMS 
assessment should not be performed in isolation [46].

This study is also the first to assess model generaliza-
tion. Even though Rater 2’s top-performing model had 
the highest average performance, our analysis went 
beyond that. We also evaluated overall consistency and 
reliability across multiple datasets. The consensus-based 



Page 12 of 14Kanchanapiboon et al. Progress in Orthodontics           (2024) 25:35 

approach’s (Complete Agreement and Majority Voting) 
top-performing models demonstrated more consistent 
results, as evidenced by a lower SD and CV across all 
unseen datasets. This superior consistency and reliabil-
ity resulted in better generalizability for the consensus-
based approach.

Many aspects in orthodontics sometimes elicit diverse 
opinions without a clear right or wrong answer [48]. 
CVMS is one such example [46]. To address this inherent 
variability in opinions, our study employed a consensus-
based approach for CVMS classification. This approach 
aimed to enhance the reliability and consistency of 
assessments by incorporating collective expertise. 
Looking forward, the consensus-based methodology 
holds promise for application in more complex tasks, 
such as treatment planning, decision to extract, or 
decision to perform orthognathic surgery by leveraging 
generative AI technologies, artificial intelligence 
systems designed to create new content by learning 
patterns from existing data and producing outputs 
that mimic human creativity and innovation [49]. This 
study serves as a foundational step towards integrating 
AI-driven consensus methods into broader orthodontic 
applications, potentially improving decision-making 
processes in clinical practice.

Our findings highlighted the advantages of the 
consensus-based method with a panel of raters. This 
pioneering approach enhanced the reliability and 
accuracy of CVMS classification. ML models trained 
with this approach could significantly enhance their 
diagnostic confidence.  This further supported the 
utility of AI in clinical orthodontics where obtaining a 
consensus among orthodontists is not always practical. 
Model generalization assessment also demonstrated that 
our approach yielded better consistency and reliability 
compared to evaluations by single raters, particularly in 
new and unseen cases. This suggests that our method 
is not only robust but also adaptable to real-world 
patient scenarios, making it a valuable tool for clinicians 
to enhance clinical decision-making and ultimately 
improving treatment outcomes.

Limitations
Limitations of our study include the specificity of our 
sample group. The samples comprised only patients of 
Asian descent from a single institution. This could limit 
the applicability of our results to other racial groups. 
This concern is supported by findings from Montasser 
et  al. which reported racial variations of the mean ages 
at different CVM stages [50]. Additionally, one-third 

of the samples consisted of children aged between 10 
and 12  years. Less than ten percent was in the extreme 
age range groups (2% aged 4–6  years, and 7% aged 
19–21  years). Therefore, future studies should include 
samples from various racial groups, ethnicities, and ages.

Conclusion
In our study, ML model accuracy for CVMS classifica-
tion varied among datasets. The highest accuracy was 
observed in the Complete Agreement dataset, followed 
by the Majority Voting dataset. The use of a consensus-
based approach enhanced the reliability of datasets for 
training ML models. Feature selection confirmed that the 
significant features were consistent with the theoretical 
basis of CVMS classification by Baccetti et al. [12], espe-
cially in consensus-based datasets. The models’ successes 
in predicting CVMS in unseen datasets demonstrated 
their robust generalization capability and potential for 
clinical assessment.
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